
spin it down extremely efficiently at the very

beginning of the evolution. This is related to

the small (because it is proportional to r2)

amount of angular momentum in the core. Once

the core has been spun down, the damping of

retrograde waves, which carry the negative

angular momentum, increases locally. Conse-

quently, a Bslowliness[ front forms and prop-

agates in a wave-like way from the core to

the surface. As further braking proceeds, a sec-

ond front forms and propagates outward. The

time scale for angular momentum extraction

through differential wave filtering in a Sun-

like star is of the order of a few 107 years (8, 9).

It adjusts itself so as to compensate for the flux

of angular momentum that is lost through the

stellar wind. This explains why front propa-

gation is fast at the beginning and then slows

down, just as the spin-down rate does.

Figure 2 shows the predicted evolution of

the surface lithium abundance together with

the data for solar mass stars in open clusters of

various ages. In the case without IGWs, lith-

ium depletion is always too strong. However,

thanks to IGWs, the transport of elements and

the resulting lithium depletion are consider-

ably reduced because of the flattening of the

internal rotation profile. Our calculations with

IGWs fit the data quite well. The smallness of

the observed dispersion in the lithium content

is well explained even with a realistic and thus

large range for the initial rotation velocity. This

process is also self-regulating, and as such, our

results do not depend qualitatively on the total

wave flux used as long as it is large enough

(that is, È0.01% of the convective energy).

The presence of a dynamo magnetic

field at the convective interface (termed a

tachocline) would not qualitatively change the

results presented here. A strong magnetic field

(105 G) may prevent very low frequency waves

(w G 0.1 mHz for l 0 2, where w is frequency

and l is spherical harmonic degree) from prop-

agating (14, 23). The lowest frequency used

for the calculations presented here is w 0
0.5 mHz. The low-degree waves that deposit

angular momentum in the interior are thus not

affected. Although the disappearance of high-

degree, low-frequency waves could affect

SLO dynamics, this has a negligible impact

on filtering (15), which is dominated by the

velocity difference on both sides of the SLO.

These results show in principle the ability

of IGWs to efficiently extract angular momen-

tum from the deep interior of solar-type stars

on a very short time scale and as such, nullify

the argument made by Gough and McIntyre

(24) about the Binevitability of a magnetic field[
in the solar interior. Our hydrodynamic model,

which uses the same free parameters to describe

rotational mixing as those that successfully re-

produce abundance anomalies in massive stars

(5), successfully shapes both the rotation profile

and the time evolution of the surface lithium

abundance in these objects. In order to compare

it to other models that rely on a fossil magnetic

field (25), better helioseismic constraints are

needed. The presence of a negative rotation

gradient, for example, would strongly point

toward wave transport. Our comprehensive pic-

ture should have implications for other difficult

unsolved problems related to the transport of

chemicals and angular momentum in low-mass

stars. We think in particular of halo dwarf stars

and the related cosmological problem of the

primordial lithium and of giants on the hori-

zontal and asymptotic giant branches that ex-

hibit unexplained abundance anomalies.
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Imaging Spin Transport in
Lateral Ferromagnet/

Semiconductor Structures
S. A. Crooker,1* M. Furis,1 X. Lou,2 C. Adelmann,3 D. L. Smith,4

C. J. Palmstrøm,3 P. A. Crowell2

We directly imaged electrical spin injection and accumulation in the gallium
arsenide channel of lateral spin-transport devices, which have ferromagnetic
source and drain tunnel-barrier contacts. The emission of spins from the source
was observed, and a region of spin accumulation was imaged near the ferro-
magnetic drain contact. Both injected and accumulated spins have the same
orientation (antiparallel to the contact magnetization), and we show that the
accumulated spin polarization flows away from the drain (against the net elec-
tron current), indicating that electron spins are polarized by reflection from
the ferromagnetic drain contact. The electrical conductance can be modu-
lated by controlling the spin orientation of optically injected electrons flowing
through the drain.

Three essential elements of a semiconductor

spin transport device are as follows: (i) a mech-

anism for electrically injecting spin-polarized

electrons, (ii) a practical means for spin manip-

ulation and transport, and (iii) an electronic

scheme for detecting the resulting spin po-
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larization. It was recently demonstrated that

ferromagnetic metals provide a source of spin-

polarized electrons in devices using Schottky

tunnel barriers between transition metal ferro-

magnets and semiconductors. Steady-state spin

polarizations 925% can be maintained in struc-

tures with a ferromagnetic metal source and a

light-emitting diode spin detector (1–3). The

detected spins in these experiments are con-

fined to the region immediately underneath the

injector, but an independent means of manip-

ulating the injected spins, particularly through

precessional phenomena (4), is realized more

easily in a lateral device geometry. Recent ex-

periments have demonstrated coherent preces-

sional phenomena over 100-mm length scales

(5), strain-induced spin precession of lateral

electron flows (6, 7), current-induced spin po-

larization (8), and the spin Hall effect (9, 10),

providing motivation for integrating ferro-

magnetic spin injectors and detectors into

lateral semiconductor spin-transport devices.

All-metallic prototypes (11, 12) with ferro-

magnetic contacts have been demonstrated,

but experiments on analogous semiconductor

devices with ferromagnetic injectors have been

less conclusive (13–16), largely because there

has been no demonstration of precessional

phenomena in a semiconductor electrical spin-

transport measurement.

Here we report the direct observation of

spin injection, transport, accumulation, and de-

tection in devices with metallic ferromagnetic

source and drain contacts at opposite ends of a

lightly-doped (100) n-type GaAs (with layers

Si-doped for n 0 2 � 1016 cmj3) semi-

conductor channel. Each contact, which can

be used as either an injector or detector, is a

Schottky tunnel barrier formed by an epitaxial

iron (Fe) film grown on a highly doped nþ-

GaAs layer (17). Scanning Kerr microscopy

(7, 9, 18) was used to image the spin trans-

port in the 300-mm-long channel region. We

present data from devices in which the chan-

nel is parallel to the E011^ direction (T x̂x direc-

tion in Fig. 1A) along the Fe magnetization

vector M. Similar results were obtained with

heterostructures from different growths and

with devices having different channel and con-

tact geometries.

The devices were mounted, strain-free, on

the vacuum cold finger of an optical cryostat

(temperature T 0 4 K). Uniform uniaxial stress

along the E011^ GaAs axis could be applied

in situ using a cryogenic vise built into the

cold finger (7). In the n-GaAs channel (Fig.

1A), the ẑz component of the conduction elec-

tron spin polarization (S
z
) was measured by

detecting the Kerr (light polarization) rota-

tion angle q
K

of a linearly polarized probe

laser that was reflected from the sample at

normal incidence (17). Positive q
K

indicates

positive S
z
.

Images of the steady-state electron spin

polarization S
z

in the n-GaAs channel near

the source and drain contacts (Fig. 1B) at a

bias voltage V
b
0 þ0.4 V show injection and

lateral flow of spin-polarized electrons. These

electrons have initial spin S along M ðT x̂xÞ.
Without a magnetic field along ŷy, S remains

in-plane, yielding S
z
0 0 and no Kerr rotation

q
K

. These images were therefore obtained using

a small in-plane magnetic field (B
y
0 þ3.6 G),

which forces the injected electrons to precess

in the x-z plane. With M parallel to jx̂x as

shown, measuring q
K

(ºS
z
) versus B

y
(Fig.

1C) confirms that the injected electrons have

initial spin S that is antiparallel to M and

therefore parallel to the majority electron spin

polarization in Fe. Reversing B
y

inverts the

direction of spin precession, so that q
K

changes

sign. We note that q
K

(B
y
) inverts when M is

reversed, as expected. By comparison with

optical pumping results, we estimate the in-

jected electron spin polarization to be 5 to

10%. No spin precession signal is observed

anywhere in a control device with aluminum

contacts.

The decay length of the injected spin po-

larization (È50 mm) is much less than the

300-mm channel length. Therefore, the injected

spins lose polarization long before they reach

the drain contact. However, the right-hand side

of Fig. 1B reveals an appreciable electron spin

polarization in the channel within È10 mm of

the drain. The sign of q
K

and the shape of the

q
K

(B
y
) curves (Fig. 1D) are the same as for the

injected electrons near the source. Therefore,

the electron spin polarization that accumulates

near the Fe drain contact is also oriented anti-

parallel to M (along T x̂x).

We determined the momentum (k) direc-

tion of the spin-polarized electrons near the

drain by exploiting symmetries of the effec-

tive magnetic fields that arise from strain-

induced spin-orbit coupling in GaAs. Spin

precession of flowing electrons can be ob-

served in strained samples (6), and the ef-
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Fig. 1. (A) Photo-
micrograph of the
lateral ferromagnet/
semiconductor device
used for electron spin
injection, transport,
accumulation, and de-
tection. The Fe/GaAs
Schottky tunnel barrier
source/drain contacts
have [011] easy-axis
Fe magnetization M
along jx̂ as shown.
The n-GaAs channel is
300 mm � 100 mm.
(B) Images of Kerr ro-
tation angle qK (ºSz)
near the source and
drain contacts. Vb 0
þ0.4 V. The region of
spin accumulation
near the drain contact
also exhibits positive
qK, indicating that
both the injected and
accumulated spin po-
larizations are anti-
parallel to M. (C) qK
versus By measured in
the n-GaAs channel at
a point È10 mm from
the source contact, with
M antiparallel (black)
and parallel (red) to x̂.
Vb 0 þ0.4 V. (D)
Same as (C), but mea-
sured at a point 4 mm
from the drain con-
tact (x 0 296 mm).
a.u., arbitrary units.
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fective fields themselves can be controlled

with uniaxial stress along the G0119 axes (7).

The uniaxial stress couples electron spin s to

the off-diagonal elements eab of the crystal-

lographic strain tensor. For electrons moving

laterally in the x-y sample plane, the spin-orbit

Hamiltonian is H
S
º eab(s

y
k

x
– s

x
k

y
) (19),

which describes an effective magnetic field Be
that is in-plane and orthogonal to k. Electrons

with k parallel to þx̂x (Fig. 1A) precess about

an effective magnetic field that is parallel to

þŷy, whereas electrons with momentum –k

precess in the opposite direction about an

effective magnetic field that is parallel to jŷy.

Thus, Be either augments or opposes the ap-

plied field B
y
, shifting the q

K
(B

y
) curves to the

right or left depending on the spin flow

direction. Small E011^ stresses were applied

to the device substrate, and eab was measured

by the GaAs band-edge blue shift (7). The re-

sulting effective field Be (parallel to Tŷy) in-

duces spin precession in the x-z plane, even

when B
y
0 0 (Fig. 2A). These images also

reveal the polarization that accumulates near

the drain contact; however, the sign of q
K

is

negative—opposite to that of the injected

electrons—and in direct contrast with Fig.

1B, which was acquired with a real magnetic

field B
y
. The q

K
(B

y
) curves measured near

the source contact (Fig. 2B) shift to the left

with increasing stress (Be parallel to þŷy),

whereas curves measured near the drain (Fig.

2C) shift to the right (Be parallel to jŷy).

Therefore, the spin-polarized electrons near

the source and drain contacts move in

opposite directions, indicating that the polar-

ized spins near the drain are traveling along

jx̂x, against the net electron current and away

from the drain. These results demonstrate

explicitly that electrons near the drain contact

become polarized by spin-dependent reflec-

tion from the Fe/GaAs tunnel barrier.

Spin polarization by reflection from a

ferromagnet/semiconductor interface has been

studied theoretically (20) and was observed

by using optical pumping (21, 22) and in

GaAs/MnAs Schottky diodes (18) under large

forward bias (91 V). Given the low-resistance

tunnel junctions in the present design, spin

accumulation is observed at biases down to

50 mV, for which the small drift velocity

allows electrons polarized by reflection to dif-

fuse Bbackstream[ into the channel by nearly

one spin diffusion length (È10 mm). In all

devices and for all device biases 0.050 V e

V
b
e 1.0 V, the accumulated (and injected)

spin polarization is antiparallel to M.

Figure 3A shows q
K

(B
y
) curves acquired

in the n-GaAs channel, 65 mm from the

source contact. In contrast to measurements

near the contacts, these data exhibit multiple

oscillations. We consider a simple model for

spin transport in the channel. Spin-polarized

electrons, injected with S
0
0 S

x
(at x 0 0 and

time t 0 0) and having a drift velocity v
d
,

precess as they flow down the channel, ar-

riving at the point of detection x
0

at a later

time t 0 x
0
/v

d
. At this point, S

z
0 S

0
exp(–t/t

s
)

sin(W
L
t), where t

s
is the spin lifetime and W

L
0

g
e
m

B
B

y
/I is the Larmor precession frequency,

where g
e

is the electron g factor, m
B

is the

Bohr magneton, and I is Planck_s constant

divided by 2p. The actual signal is therefore

computed by averaging the spin orientations

of the precessing electrons over the Gaussian

distribution of their arrival times (which has a

half-width determined by diffusion)

SzðByÞ 0 X
x0þw

x0

X
V

0

S0
ffiffiffiffiffiffiffiffiffiffi

4pDt
p ejðx j nd tÞ2=4Dt

� ejt=ts sin ðWLtÞdtdx

ð1Þ

where D is the diffusion constant, v
d
0 mE is

the drift velocity, m is the electron mobility

and E is the electric field, and the spatial in-

tegral accounts for the width w of the source

contact (23). This type of averaging is the

basis of the Hanle effect observed in optical

pumping experiments and previous spin-transport

experiments in metals (11, 12) and semiconduc-

tors (4, 8, 18, 24). A calculation of S
z

at x
0
0

65 mm is shown in Fig. 3A. Good agreement

with the data are obtained using D 0 10 cm2/s,

v
d
0 2.8 � 104 cm/s, and t

s
0 125 ns. The

large drift velocity and spin lifetime in our

devices allow access to a spatial regime far

from the contacts and well beyond a spin dif-

fusion length (x0 9
ffiffiffiffiffiffiffi

Dts

p
), in which the

average time of flight from the source to the

point of detection, T 0 (x
0

þ w/2)/v
d
,

determines the Bage[ of the measured spins.

In this limit, the first peak in the data (B
y
0

B
peak

) is the field in which electrons precess

through one-quarter Larmor cycle, so that

T 0 p/(2W
L
) 0 pI/(2g

e
m

B
B

peak
). In Fig. 3A,

x
0
0 65 mm and B

peak
0 1.35 G, indicating that

T È 300 ns, and v
d
È 2.8 � 104 cm/s.

At a fixed bias, Fig. 3B shows q
K

(B
y
)

curves acquired at 16-mm increments from

the source contact, demonstrating that in-

jected spins are readily observable up to 120

mm from the source. Further from the source,

the average age of the measured spins in-

creases. As a result, B
peak

decreases, and the

amplitude of the signal decreases because of

spin relaxation. Figure 3C shows similar data

acquired at 2-mm intervals from the drain

contact, demonstrating the much shorter length

scale for spin accumulation. The evolution

of the q
K

(B
y
) curves near both contacts is

captured very well by Eq. 1 with a single

set of parameters (fig. S2, A and B). Strain

effects are modeled using the approach of

(7), and the results (fig. S2, C and D) show

good qualitative agreement with the data of

Fig. 2, B and C.
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Fig. 2. (A) Images of qK near the source and drain contacts, in the presence of a small effective
magnetic field Be induced by off-diagonal strain eab (due to applied [011] uniaxial stress). By 0 0 and
Vb 0 þ0.4 V. (B and C) qK(By) curves acquired at points 4 mm from (B) the source and (C) the drain
contact, for three values of uniaxial stress. Curves shift to the left at the source contact and shift to
the right at the drain contact, indicating that the spin-polarized electrons accumulated near the drain
contact are flowing away from the drain (against the net electron current).
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The amplitudes of the q
K

(B
y
) curves near

the source and drain contacts are plotted in

Fig. 3D for three bias voltages. The exponen-

tial decay length for injected spins increases

with bias, from È20 mm at V
b
0 0.2 V to È50

mm at V
b
0 0.8 V, as electrons flow more

quickly down the channel. In contrast, the

accumulated spin polarization extends near-

ly one spin diffusion length (È10 mm) from

the drain at low bias, but this length scale

decreases to only a few mm at high bias, be-

cause polarized electrons can no longer diffuse

backstream against the drift current (25). The

dotted lines simulate the amplitude decay,

using Eq. 1. Experimental q
K

(B
y
) curves with

increasing bias from 50 mV to 1.0 V are shown

in fig. S3.

Finally, we show that the Fe/GaAs tunnel

barriers also function as spin detectors. We

optically inject spin-polarized electrons into

the n-GaAs channel by using a weak laser

beam (785 nm, 50 mW) focused to a 4-mm

spot. Under bias, these polarized electrons

flow into the drain contact (Fig. 4A). The

laser polarization is modulated from right- to

left-circular (injecting spins along T ẑz ) at 50

kHz. The spins precess about B
y

as they drift,

arriving at the drain with some spin polar-

ization parallel or antiparallel to M, depending

on the injected spin orientation. We measure

the corresponding modulation in the conduct-

ance, DG, as a function of B
y

(26–28). The

spin drift-diffusion equations apply equally

well here, and the DG(B
y
) curves (Fig. 4B)

therefore resemble the q
K

(B
y
) data discussed

above. The high-conductance state occurs

when the spins flowing through the drain con-

tact are polarized parallel to M. This result

is consistent with an accumulated (reflected)

spin polarization that is antiparallel to M. In

Fig. 4C, DG(B
y
) is shown for both positive

Fig. 3. (A) qK(By) curves due to injected spins, measured at x0 0
65 mm from the source contact, for both directions of Fe
magnetization M. The solid line is a model based on Eq. 1. (B)
qK(By) data acquired at increasing distance from the source
contact, showing electrical spin injection persisting out to 120
mm in the n-GaAs channel. Vb 0 þ0.4 V. (C) Same as (B), but
measured at 2-mm increments from the drain contact. (D) The
peak-to-peak amplitude of the qK(By) curves versus distance from
the source and drain contacts, for different biases þVb. The
dotted line shows the modeled amplitude from Eq. 1 using Vb 0
þ0.4 V, ts 0 125 ns, and vd 0 2.8 � 104 cm/s.
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Fig. 4. (A) Image of qK, showing optically injected electrons, spin polarized along þẑ, flowing into
the drain contact (Vb 0 þ0.36 V, By 0 0). (B) Normalized conductance modulation DG/G versus By
for both orientations of Fe magnetization M. The high-conductance state occurs when spins
flowing through drain are polarized parallel to M and the low conductance state occurs when they
are antiparallel. (C) DG/G versus By, for Vb 0 T0.36 V, due to spin-polarized optical injection at the
positions indicated.
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(blue) and negative (black) bias at different

injection positions along the channel. Both the

amplitude and width of the curves decrease

with increasing distance from the drain contact,

similar to the previous q
K

(B
y
) data. These data

provide conclusive evidence that the Fe/GaAs

Schottky tunnel barriers in lateral devices func-

tion as both spin detectors and injectors.

These measurements provide a detailed

picture of spin transport in simple ferromagnet/

semiconductor lateral structures. Smaller lat-

eral dimensions and additional components,

including a means to switch the source and

drain contacts independently, will enhance

the functionality of these devices. Although

developing a purely electrical spin-transport

device using a field effect or other means for

spin manipulation remains a great challenge

(29), the integration of an electrical injector

and detector in a lateral structure represents

an important step toward this goal.
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Embedded Nanostructures
Revealed in Three Dimensions

I. Arslan,1* T. J. V. Yates,1 N. D. Browning,2,3 P. A. Midgley1

Nanotechnology creates a new challenge for materials characterization because
device properties now depend on size and shape as much as they depend on
the traditional parameters of structure and composition. Here we show that
Z-contrast tomography in the scanning transmission electron microscope has
been developed to determine the complete three-dimensional size and shape of
embedded structures with a resolution of approximately 1 cubic nanometer.
The results from a tin/silicon quantum dot system show that the positions of
the quantum dots and their size, shape, structure, and formation mechanism
can be determined directly. These methods are applicable to any system,
providing a unique and versatile three-dimensional visualization tool.

The past decade has seen device technology

enter the realm of nanoscale engineering for a

large number of different applications. Many

applications involve nanostructures that are em-

bedded in other materials, where it is the size,

shape, composition, and chemical interaction

with the matrix that are key in determining the

overall functionality of the device. Site-specific

quantum-dot markers in live cells (1), inorganic

nanostructures within self-assembled organic or

biological templates (2), semiconductor nano-

crystals (3) and metal tips grown on quantum

rods and tetrapods (4), and catalytic growth

of nanowires and nanostructures (5) are just

some examples of new systems where the size,

shape, and location (interaction) of the nano-

structures are the critical parameters.

Transmission electron microscopy (TEM)

and its variants have given us insight into

nanoscale materials issues for over half a cen-

tury. However, the vast majority of previous

studies have made use of the periodicity of the

sample (crystal structure) in the direction of

the beam propagation, and they only involved

the recording of a single two-dimensional (2D)

projection (image) to understand the relation-

ships between the structure and its properties.

In nanostructures, the periodicity of the crystal

structure in the beam direction does not

continue indefinitely, and in fact, exactly when

and how the periodicity terminates determines

the material_s properties. In such a case, a

single 2D projection of the 3D object can at

best give only partial information, and at worst

be very misleading. Overcoming the ambiguity

in the interpretation of a single 2D projection

has been the driving force behind the very

recent development of electron tomography

that allows materials to be studied in 3D.

The conventional method to study structures

with TEM is through high-resolution phase-

contrast imaging (6, 7). However, the relatively

new technique of scanning transmission elec-

tron microscopy (STEM) can be superior to

conventional TEM for some materials applica-

tions because of the incoherent nature of the

imaging, the sensitivity to the atomic number Z

of the species in the samples (Z-contrast

imaging), direct interpretability, and the possi-

bility of concurrent spectroscopy on the atomic

scale (8–12). In general, electron tomography

using Z-contrast imaging in a STEM is the

most useful way to study crystalline inorganic

nanomaterials in 3D. The reason is that dif-

fraction contrast, which is seen in many bright-

field and dark-field TEM images, violates the

projection requirement, which states that the

signal used for tomographic reconstructions

must be a monotonic function of a physical

property (13). The projection requirement

must be fulfilled for a successful 3D re-

construction of the object from the series of

2D tilt images.

We used STEM tomography to study tin-

rich (Sn) quantum dots embedded in a silicon
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